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1. Introduction and Background

This project integrated thédugmented REality Sandtable (ARESvith the
atmospheric transport and dispersion (AT)&mnodels developed by the National
Center for Atmospheric Research (NCAR) for the purpose of generating Chemical,
Biological, Radiological, and Nuclear (CBRN) simulatiowgth realistic 3-D,
terrainraware, meteorology using modestly priced @sapercompter, non
networked) computing hardware resources at a performance rate suitable for
training and operations applications. In addition to the technical requirements of
initial development and customization of the AT&D models, and tghpling of

these modls to ARES, an effectiveness analysis study was condtwteiilize
gualitative and quantitative assessments to evaluate the benefit of this integration
for CBRN defense training.

1.1 AugmentedREalitySandtable(ARES)

ARES is a researchand developmentestbedfor investigatingtechniques in
visualizing and interacting witbomplex battlespace information with the goal of
providing a customized common operating picture (COP) at the point of need.
ARES has been developtdhaveseveral modalities to vislize geospatial terrain
information, which includes a physical sandtable augmented with commereial off
the-shelf (COTS) sensor and image projection technology, a mobile application for
visualizing and interacting with the area of operations (AO), as aglhead
mounted displays (HMDs) using augmented reality (AR) and virtual reality (VR).

1.2 Virtual Threat Response Emulatmoand Analysis Testbed

N C A R\Girtual Threat Response Emulation and Analysis Testbed (VTHREAT)
utilizes AT&D models to generate realistic datasets and/or simulation capability for
AT&D of chemical and biological agents. VTHREAT components coupled here
include an ARESustomized version of the Weather ResearchFandcasting?

(WRF) model permitting passiveadar AT&D simulations for mesoscale domains
(strategic perspective AOs between 10
accelerated Large Eddy Simulation (LES) model nainéda s t ferdnitipsrale
domains (tactical perspective AOs less than 100 km).

The WRF model was adjusted to target a simulation domain size of 50 to 200 km
on the long side of the ARES table side, translating to a strad€gjienesoscale
simulation capability of 200 knf to 20,000 km. The mesoscale simulation
domain size and locatiometeorological conditions, and time of day are exposed
to the user as inputs directly through the ARES modality of choice. Depending on
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simulation domain size, a mesoscale simulation horizontal resolution between
0.5km and 2 km will be automatically seted to ensure optimal performance on

the modest hardware resources. One challenge was ensuring that the WRF model,
which is typically executed in a higherformance computing (HPC) or
supercomputing environment on thousands of CPU cores, could achieseaotu
consistent performance on a much more restrictive 18 to 20 CPU cores, such that
the simulation results would be streamed back to ARES at a rate commensurate
with a training or operations experience. For the mesoscale range of domain sizes
and correponding resolutions above, this customized version of WRF is
automatically configured othe-fly to produce 86 simulated hours within a 30 to

60 min lesson plan or exercise window. Moreover, the first streamed results arrive
as an ARESrojected image segnce within a few minutes. This initial delay is
required to perform the automated configuration of simulation initial, boundary
and plume release conditions and a set of meteorofsgintu p eequence
procedures implemented specifically for the AREBHREAT integration goals

of this project.

The LES higHfidelity simulation capability integrated into the ARESHREAT
system, named FastEddy, is intended for smaller AOs (kb that require
higher fidelity in both space and time (¥3@0 m horizontal esolution, and
temporal evolution at timescales on the order of seconds) to achieve turbulence
resolving flow field simulation and resultant AT&D effects from the sreedlle,
scenariespecific, tactical perspective. Smatlale, scenarispecific effects
include highly resolved topographic features (ingested automatically from ARES)
leading to flow splitting around peaks, flow drainage into valleys, and atmospheric
stability-regime dependent nearABeld turbulent forcing effects on agent
transport andidsipation®® The critical benefit of LES simulations for AT&D over
traditional AT&D models is the removal of uncertainty associated with empirically
derived parameterizations for these turbulence effects required byurasig
unresolved flow conditiofnonLES, pseudgteadystate, reduced sophistication)
meteorology models. As stated above for the WRF mesoscale simulation capability,
a substantial research and development challenge was the implementation of a
performant WRF capability on modest hardevaommensurate with training and
exercise time constraints. For the microscale ARHEREAT capability this
challenge is even greater due to the substantial and multifaceted increase in
computational burden of higfidelity LES simulations. To overcome ish
challengethe FastEddy model was designed and implemented directly on graphics
processing unit (GPU) hardwarEhe execution of FastEddy in a GRidcelerated
mode is accomplished by targeting a resideRtJ algorithm written directly in
NVI DI A0G s amguageAibrdry. With this salient feature of the FastEddy
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model, LES simulations of sef00-m resolution can be performed over tactical
perspective AOs faster than real time on a single GPU, and within a wall clock
timeframe appropriate for training andpevations exercises. Without GPU
acceleration an LES simulation of the same specifications would require thousands
of CPU cores.

As with the mesoscale modeling capability, there is an initial delay from initiating
the plume simulation process to visualgithe plume on the table. This delay is
again required to set the automated simulation initial, boundary, and plume release
conditions, and to permit a meteorological spmphase where an initially laminar

flow condition evolves into a turbulencesohed flow field driving embedded
constituent transport and dispersion. Ideally, a simulated hour of initialization leads
to a more stable plume simulation, but can be reduced to a hatbireduce initial
wait-time. The LES model generates a half hour amulation results in
approximately 6.5 min of wall clock time.

These models are not part of the Joint Effects Model (JEM)/Joint Warning and
Reporting Network (JWARN) system. The WRF and FastHaased CBRN
simulations are fully integrated within ARES suthat topography of a mapped
area (as measured by ARES camera using the usgraped sand as a proxy to
map terrain) is ingested into the simulations, directly affecting simulated plume
transport and dispersion. Additionally, meteorological and soemalitions
including timeof-day dependent stability regime, configurable source locatiah

size are available as integrated user inputs through the ARES modality of choice.

1.3 Effectiveness Study

We performed an effectiveness study with the inittsoscale integration of

ARES and VTHREAT for the Maneuver Support
CBRN Captainés Career Course (CBRNC3) at
this study, a class was divided into a team that used ARES for theirtdfable

Exercises (TTX) and a team that used traditional methods for the TTXs. These

teams were compared using course assessments, knowledge acquisition tests, and
selfreported questionnaires.

2. ARE§VTHREAT Integration

The ARES team and NCAR collaboratedintegrate the VTHREAT simulation
models using a serviaariented architecture (SOA). NCAR developed a Docker
containefbased platform named SimBox aPgthonbased modeliew-controller
(MVC) application programming interface (API) exposing the WRF aastEddy

Approved for public release; distribution is unlimited.
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simulation models, and automated configuratemmchstreaming services. The

collaboration yielded a protocol for SimBox to communicate simulation

i nformation over ARESO messaging system (I
Si mBox t o c¢ o nastingnparamat®E& &0 degth data as terrain data

required to run the simulation, enabling the sandtable topography to be used as

simulation terrain. SimBox uses the parameters and terrain to generate a simulation

and that streams back results of embeddgzhtatransport and dispersion as a

sequence of image&o be projected by ARES into the user modality environment.

Within ARES, a new service was developed to rendeDdariage from the plume
concentration and velocity field information generated by SxnBais image can

then be consumed, allowing the plume to be projected on the sandtable. SimBox
sends a series of binary results output frames to ARES and ARES converts output
data to rendered image frames at an independently configured fiaae
displayng the images as an animation on the sandtable using a buffered rendering
service that mitigates inconsistencies due to network latency or computation time.

To all ow users to set wup and display a plt
Planner Android agdjation user interface (Ul) were required. These modifications

allow the user to set the starting parameters (plume releaseoftidas and

location, wind speed and direction, mass size, and simulation duration).

Once the user defines the simulation ie Tractical Planner application and starts

the simulationARES captures the terrain information and sends this information
and the starting parameters to SimBox. SimBox initializes a simulatiomr8€

1 hprior to the release time, allowing for flow lieminimal development prior to

the release time. When the simulation reaches release time, frames of the plume are
sent to ARES and the-R2 plume simulation displays on the table and Tactical
Planner application simultaneously. The colored contours itedicthe
concentration levels of agent species. The -sadiace flow field is intuitively
visualized by wind quivers (fiarrowso) show
wind speed (arrow length), and indicate ascending (red arrows) or descending (blue
arrows) air mass.

Consistent with other ARES modalities, the CBRN simulation can also be
displayed in a D grid of agent particle concentrations. Thi3grid can be
visualized in both AR and VR modalities, allowingers to see the height of the
particles above the terrain (modeled in the sand).

Approved for public release; distribution is unlimited.
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2.1 ARES Integration Architecture

We integrated SimBox into the ARES SOA as a service, with minimal changes to
the existing ARES infrastructure. We coordinated with NCARigmahe SimBox
communication protocol with the ARES messaging systdlowing SimBox to
consume terrain data already generated by existing serfigese 1shows the
relevant services and communication channels supporting plume modeling.

f

Depth Map ARES 1 SimBox . Simulation Start Params /
—————» r )
Kinect |  Depth Frame Producer ) Terrain Extents
Depth Frame Depth Frame  pjyme Model Frame
-
Plume Model Frame——» ARES
RabbitMQ #—(EB) Plume Image Frame——— Simulation Service /
«——(B) Plume Model Frame——  Plume Rendering
A B
(B) Plume Image Frame (B) Plume Image Frame (B) Plume Model Frame (B) Plume Image Frame {
_ . ~ ~ Simulation Start Params
ARES ARES ARES . ARES
Viewer (2D) Viewer (3D) HoloLens Tactical Planner (Tablet)
~ - - o 7 -

(B) : Buffered
Fig.1  SimBoxintegration with the ARES serviceoriented architecture

As depicted in Figl, the Kinect captures depth information from the sandtable
topography. The ARES Depth Frame Producer service translates the depth data into
a Depth Frame message and publishes it to RabbitMQ. The newly added SimBox
service consumes these Depth Frames awoduges a Plume Model Frame,
representing the state of tiBRN plume at a given instant in time (s€able 1).

We developed a new ARES service that renderBa2age from the Plume Model
Frame and publishes the resultant Plume Image Frame to consMian@yexisting

ARES services already have the capability to generically consume image frames
from the message queue, which simplifies the process of consuming image frames
from the plume simulation.

Approved for public release; distribution is unlimited.
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Table 1 Plume M odel Frame messageacket

Byte offset Type Byte count Field name Notes
0 Byte 1 Version é
1 Integer 4 Nx Numbgr of eI.ements
x-dimension
5 Integer 4 Ny Numbgr of el_ements
y-dimension
9 Integer 4 Nz Numbgr of eI_ements
z-dimension
13 Integer 4 Time stamp Epochtime UTC
17 Bytearray 4*Nx*Ny*Nz Plumeconcentration 3-D array ofplume
(float) concentrations
Byte array . 3-D array of wind velocities
* *| &3 * * %
17+4*Nx*Ny*Nz (float) A*Nx*Ny*Nz Zonalvelocity (U) (m/s)
Byte array - . 3-D array of wind velocities
*/N* * k| * * k|
17+2*4*Nx*Ny*Nz (float) 4*Nx*Ny*Nz  Meridionalvelocity (V) (m/s)
17+354Nx*Ny* Nz DY3MY funpony*Nz  Verticalvelocity (W) o0 &MY ‘z:n"/"s';‘d velocities

(float)

Figure 2 shows the ARES -B viewer, which is a consumer of image frames,
projecting the simulated plume oritee sandtable modalityThe generated image
frame is composed dbur parts plume concentration, current simulation time,
color bar showing the scale of contration colors, and wind quivers showing wind
direction and vertical velocity (blue/reddescending/ascending).

Fig.2 CBRN plume projectedonto the sandtable modality
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We also implemented functionality to display the plume dispersion mottoriten
sandtable modalityThe ARES rendering service outp image frares at a
configured frame rat&All image frame consumers, such as the ARH3 dewer,

use this data to form an image stream of the entire simulation. The frame rate used
within ARES is independent of the SimBox frame rate for Plume Modehésa

as the rendering service implements buffering to mitigate the impact of network
latency or spikes in model computation time, allowing for consumers (and
ultimately, endusers) to receive a consistent image stream. Furthermore, the
rendering service biters and streams Plume Model Frames withirtimage Frame
counterpartsThis allows consumers that require the raw Plume Model Framg (e.g.
HoloLens, Mobile AR) to remain isync with image frame consumers.

2.1.1 Settings and Configuration

The new rendémng service supports several configurations for the output image
frames, as noted iflable 2. These configurations are stored on disk using the
JavaScript Object Notatiodata format and may be modified dynamically (i.e.
during a smulation) through &epesentational State Trans#Pl. Figure3 shows
examples of thelume imagewith and without wind quivers enabled.

Table 2 Configuration parameters for plume images

Parameter Type Notes
plumeAlpha Float Plume tansparency [0.(1,.0]
showColorbar Bool Show olorbar legend
plumeColorbarLabelColor Object{a: 0,r: 1.0, g: 0, b: 0 ARGB floats for olorbar
showQuivers Bool Show wind quivers
quiverAlpha Float Quiver ransparency [0.0, 1.0]
- ~NANANN S t /7
CLoTRYT L T
AN AT
~ONONN :
A W Y ;\ -
I~
it S
T _ T
N_——%‘
- e
W T T
~ =
v\ \J
<

.. = .o T A e

Fig. 3  Plumeimage with and without wind quivers

Approved for public release; distribution is unlimited.

7



Additional plume configuration dat@restored in another settings file barenot
changeable dynamically. These configurations are read only when booting up the
rendering servicelable3 lists a sample of the settings provided.

Table 3 Plume service/rendersettings

Parameter Type Notes
Fps Float Number of frames per second
buffer_time Int Number of seconds Qf qutput to buffer prior to
publishing
colormap Class Colormap for mappinglume concentration
quiver_colormap Class Colormap for mapping wind vertical velocity
colormap_normalization String iLogaritlhmea voomnon phem |
concentration
quiver_colormap_normalizatic String AfLogar otrlhMé @00 nor quadrs
. Scaling factor for subsampling wind quivers alor
quiver_subsample_x Int : .
x-dimension
. Scaling factor for subsampling wind quivers alor
quiver_subsample_y Int ; .
y-dimension

2.1.2 User Interface (Ul)

The Tactical Planner Ul application allows emskrs to start and stop a CBRN
simulation from a tablet, as shownFig. 4. Users can add a release location on the
map and specify the wind speed/direction, mass size, release time, and simulation

duration lefore starting the simulation.

© ¥ 15w 223
n@n:
CBRNE Simulation

®

Wind Speed

o el e

Wind Direction
N

]
= munitia-win (Lerik Google Satellite 57km)

Mass Size

SMALL m LARGE

Release Time

a
@
2
&
@
3
2
2
5
5

Simulation Duration (hrs)

Fig.4  Tactical planner Ul for CBRN simulation
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The simulation starts approximately one simulated hour prior to the reéieas®
allow the weather simulation to stabiliZ@nce the simulation staytssers will see
quivers depicting wind velocity and the current simulation time on the map. At the
specified time of release, the plume will appear &geb).

L] © ¥ 80% 8 231

munitia-win (Lerik Google Satellite 57km) z',?- H

18:07:08 May 23, 2018]

(=]
e T — —

Fig.5 CBRN simulation view on tactical planner Ul, at time of release

Figure6 shows the CBRN simulation synchronized across both the Tactical Planner
Ul and onthe sandtable modality

Fig.6 CBRN simulation on the tactical planner Ul and the sandtable modality

Approved for public release; distribution is unlimited.
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2.1.3 AugmentedReality

For viewing rendered-B visualizations of the CBRN simulation, ARES provides
both a Microsoft HoloLens application and an Android AR application. Both
applications construct aB@ grid of emission positions from which plume particles
originate, ad particles are given velocity and coloring derived from plume
concentration and wind speed data at the particle location. This velocity, along with
fadein/out transitions when particles are emitted/regenerated, gives the illusion of
a moving plumeFigures7 and8 show examples of a-B plume rendered using

the HoloLens and Android applications.

Fig.7  Plumerendering viewed with AR HMD

Fig.8 Plumerendering viewed on Androidtablet

Approved for public release; distribution is unlimited.
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TheAndroid application rendersthel3 pl ume on top of the
(as shown irFig. 8). When used in conjunction with an HTC Vive Tracker, the
application can track the device position relative to the sandtable. Users of the
Android applicatiorwill see the correct orientation of the plume regardless of their
physical position around the table.

2.2 Technical Challenges

During the integration phaseve encountered a significant issue with terrain
steepness caused by the scaling of sanchthbagsd on the terrain scalélsing a
fixed-size sandtable to represent arbitrarily large terrain, as is the case for the WRF
plume model, the height of the sand becomes increasingly exaggerated relative to
the area of the terrafiine., for a given height on thactual sandtable, the height of

the virtual terrain increases with terrain $iZ€his scaling makes it increasingly
difficult to accurately portray the depth of larger terrain, and terrain that is too steep
can be rejected by SimBox.

We addressedthes sue by adding a Avertical
interface, under Table > Settings > Terrain Bge9). This slider allows users to
decrease the scaling value from table space to terrain space, causing the virtual
terrain to be scaled dm and thus reducing overall steepness.

Table Settings

Map Contours Grid Lines Hypsometric Lighting Terrain

Show Features No
Show Bounds No

Vertical Exaggeration -

Reset Settings

Close

Fig.9 Vertical exaggeration slider
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3. Study of ARES and CBRN Simulation

3.1 Study Overview

We conducted an effectiveness study of ARES with the integrated AT&D
simulationmodels for generating a CBRN plume on the sandtable modality of
ARESS® This study was evaluated as an effective training tool for the CBRNC3
TTX where students are trained to use the military decisiaking process
(MDMP) and rapiddecisionmaking and sywrhronization process (RDSP) to
develop a course of action (COA) and operation plan to respondsdenario
involving potential CBRN use.

In this betweergroupsstudy, the students were split into two growpsh 14
members each. Oteam accomplished cae exercises using traditional methods
(digital maps, worksheets, Micros@ffice products, andEM/JWARN. The other
teamalso had access the traditional tools but replaced JEM/JWARN with ARES

to complete theirexercises(Fig. 10). Each team was askdéd complete five
guestionnaires designed to elicibgective and objective feedback. The following

is a list of assessments and corresponding questionnaires used to evaluate the
groups:

17  MDMP/RDSP deliverables and briefastructor grading rubric

17 MDMP/RDSP knowledge acquisition Knowledge Assessment
Questionnaire (administered before and after the TTX)

1 Team collaborationTeam Diagnostic Survey (TDS)
1 Selfefficacy. Seltefficacy Questionnaire

1 Technology acceptanc&echnology Acceptance Measure (TAM)

Approved for public release; distribution is unlimited.
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Fig. 10 Study participants using ARES

3.2 Study Results and Discussion

Two-samplet-tests were used to assess the effects of utilizing ARES on CBRNC3
MDMP/RDSP outputs, knowledge acquisition, team collaboratem] self
efficacy compared to a traditional approach. Bonferroni corrections were made to
determine significant differences between the two grodp€(0125). Sample size

for each analysis varied as some participants were not present on the first and las
day of data collection, but the minimum was 27.

3.2.1 CBRNCS3 Briefs Grading Rubric

Two-sample t-test found no significant difference between the traditional
(M =4.33,SD=0.68) and ARESN] = 4.50,SD= 0.75) teams on accuracy scores,
t(60) =1 0.0%4, p=.17. Similarly, twesamplet-test found no significant difference
between the traditionaM = 4.57,SD = 0.69) and ARESN] = 4.63,SD = 0.77)
teams on support scoré¢€g2) =1 0.300,p = 0.17.

3.2.2 Knowledge Assessment

Percent difference scores for pamd postknowledge assessments were calculated
for each team and then a t@amplet-test was run. No significant differences were
found between the traditionaM(= 21.6,SD = 6.62) and ARESN = 20.6,SD
=8.71) on perent difference knowledge scor¢&3) = 0.407p = 0.34.

Approved for public release; distribution is unlimited.

13



3.2.3 Team Diagnostic Survey (TDS)

Two-samplet-tests were run for all 13 subscales of the TDS. A significant
difference was found between the traditioml< 2.52,SD= 0.65) andARES M

= 1.88,SD = 0.66) teams on ratings for Knowledge and Skill Related Process
Criteria,t(26) = 2.59p = 0.008. No other significant differences were found for all
other subscalep @ 0.0125).

3.2.4 SeltEfficacyQuestionnaire

Two-samplet-tests vere run on all items of the sadfficacy questionnaire. A
significant difference was found between the traditioMa86.8,SD = 7.8) and
ARES M =94.3,SD= 8.5) teams on ratings for how confident they felt their team
could develop £0A, t(26) =12.43 p=0.011 Fig. 11).

Fig. 11 Mean ratings for team selfefficacy regarding developing &COA

COA development requires extensive team communication and collaboration.
Since the ARES team felt more confident in developing COAs tesra after
utilizing the ARES platform, this suggests that the ARES platform facilitated a
higher level of team communication and collaboration compared to the traditional
team.

3.2.5 Technology Acceptance Measure (TAM)

This measure provides descriptidata and was focused specifically on ARES
technology so only the ARES team completed this measure. The lowest rating was
for elicited anxiety while using ARESA= 3.4,SD=0.7) and ranged to the highest
rating which was for perceived enjoyment whileardacting with ARESNI = 4.9,
SD=1.1).
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